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Why Clusters?

Credit: X-ray: NASA/CXC/UVic./A.Mahdavi et al. Optical/Lensing: CFHT/UVic./A.Mahdavi et al.

Abell 520: Where is the gas???

Where is the dark matter???



Why Clusters? Lensing+X-Ray
Mahdavi et al. (2008), Fig. 2.  A 
composite of 18 clusters. The outer 
regions are presumably non-
virialized, with M_X/M_lens < 1 

Okabe & Umetsu (2008), Fig. 9.  A2034, at 
z=0.11.  While there 
is only a single X-ray peak, there are genuine DM 
(and galaxy)
secondary peaks.



Lensing Basics
χ

2 = µ
2 (1)

α

χ2 = µ2 (1)

α

β

χ2 = µ2 (1)

α

β

θ

χ2 = µ2 (1)

α

β

θ

κ =
Σ

Σcr

(2)

χ2 = µ2 (1)

α

β

θ

κ =
Σ

Σcr

(2)

Gravitational Lensing is co-ordinate transformation 
between the foreground (θ), and background positions(β)

Dimension less 
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Lensing Basics: Strong Lensing
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Lensing Basics: Shape Distortion
Shape Distortion= convergence + shear

Weak Gravitational Lensing 5

conveniently written as a complex number,

γ = γ1 + iγ2 = |γ| e2iϕ ; g = g1 + ig2 = |g| e2iϕ ; (4)

its amplitude describes the degree of distortion, whereas its phase ϕ yields
the direction of distortion. The reason for the factor ‘2’ in the phase is the
fact that an ellipse transforms into itself after a rotation by 180◦. Consider a
circular source with radius R (see Fig. 1); mapped by the local Jacobi matrix,
its image is an ellipse, with semi-axes

R

1 − κ − |γ| =
R

(1 − κ)(1 − |g|) ;
R

1 − κ + |γ| =
R

(1 − κ)(1 + |g|)

and the major axis encloses an angle ϕ with the positive θ1-axis. Hence,
if sources with circular isophotes could be identified, the measured image
ellipticities would immediately yield the value of the reduced shear, through
the axis ratio

|g| =
1 − b/a

1 + b/a
⇔ b

a
=

1 − |g|
1 + |g|

and the orientation of the major axis ϕ. In these relations it was assumed
that b ≤ a, and |g| < 1. We shall discuss the case |g| > 1 later.
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Fig. 1. A circular source, shown at the left, is mapped by the inverse Jacobian A−1

onto an ellipse. In the absence of shear, the resulting image is a circle with modified
radius, depending on κ. Shear causes an axis ratio different from unity, and the
orientation of the resulting ellipse depends on the phase of the shear (source: M.
Bradac)

However, faint galaxies are not intrinsically round, so that the observed
image ellipticity is a combination of intrinsic ellipticity and shear. The strat-
egy to nevertheless obtain an estimate of the (reduced) shear consists in
locally averaging over many galaxy images, assuming that the intrinsic ellip-
ticities are randomly oriented. In order to follow this strategy, one needs to

κ= (ψ,11+ψ,22)/2

Schneider,2005



Ellipticities
Reduced shear :g=!/(1!") 

!=1/g*"

!=g"

Critical Curves: det(A)=0



Lensing Basics: Shape distortions



Lensing Basics: Weak Lensing

Williamson et al. 2008 

Weak lensing is a 
statistical measure of 
the distortion of 
background galaxies 
due to the intervening 
mass.



Strong+Weak Lensing

The “Bullet Cluster,” 1E0657-56, Bradac et al. (2006) 
astro-ph/0608408

One of the most 
important results:
“Bullet Cluster”

Dark matter well 
separated from 
the gas.



Strong+Weak Lensing

HST/ACS image of Abell 
2218 (Sánchez et al. 2006) 



Strong+Weak Lensing



Particle Based Lensing

h 



PBL: Method
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PBL: Method
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The system of N equations are solved using a χ2 

minimization 

Takes care of noisy data



Takes care of variable signal-to-noise

The Weight 
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Gaussian weight function



Reconstruction Procedure
Guess a potential 

field  

χ2
strong = Σiη[(θA
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Compute 
observables  
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κ, ε = γ
(1−κ)

χ2 minimization 

Keep Iterating ...



Reconstruction Procedure
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PBL vs. Gridding

h 

๏ No empty grid cells.
๏ No direct regularization
๏ The amplitude A_n in the 
weight function facilitates 
inclusion of strong lensing 
signal.
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Results

PBL

PBL

GRID

From Deb, Goldberg & Ramdass, 2008
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Fig. 1.— In the upper panel, we plot the interpolated Heavi-
side step function. It is clear from the plot that the function is
only approximated by a smooth function near g=1, for all other
g it behaves like an ordinary step function. Also higher value of
the parameter η0 increases the accuracy. In the lower panel, we
plot the resulting ellipticity as a function of reduced shear for the
combination, |γ| = κ.

4.5. χ2 Minimization

When we first introduced PBL above, we remarked
that it was primarily a way of describing a lens recon-
struction in such a way that a small χ2 would necessarily
correspond to a good representation of the underlying
field. In practical terms, though, for a reconstruction
code to be useful, we need to describe a means of mini-
mizing (or nearly minimizing) the χ2. Below, we describe
our pipeline for fast convergence of a maximum likelihood
solution.

While PBL is a non-parametric reconstruction scheme,
it has the useful property that we may start a minimiza-
tion with any assumed model we like. However, no extra
weight is given to our a priori assumptions. At the end
of a minimization we may simply use the standard tech-
niques to estimate the likelihood of a particular value of
χ2.

That said, even with the caveat above regarding

smoothing of critical curves, it is very difficult to
smoothly vary a solution such that strongly lensed re-
gions are produced. As pointed out by Bradač et al.
(2006) a χ2 minimization process does not ensure reach-
ing a global minimum.

To that end, our initial configuration of {ψ} is gener-
ated by laying down a small number of Singular Isother-
mal Spheres (SIS’s). Since there are a low number of
parameters (3 for each model sphere), a global minimum
may be reached through a combination of trial and er-
ror, simulated annealing, or even (for small numbers of
spheres), finite sampling. Indeed, one may even use an
interpolation of a reconstruction recommended by a grid-
based solution. For systems with strong lenses, one may
apply the reconstructed field generated by “LensPerfect”
(Coe et al. 2008), for example as a starting point.

We hasten to remind the reader that while this tech-
nique will produce the optimum parametric fit, it will
not, in general, produce the overall best fit. As a result,
further iteration is required.

We have found that by starting with an initial model
with well-identified strong-lensing regions, convergence
to χ2/DOF ! 1 may be achieved relatively quickly, even
if the strong lensing regions are only approximate. For
the current implementation of our code, we use New-
ton’s method to reach a local minimum. We have found
satisfactory, fast, convergence for several thousand back-
ground sources.

5. TEST APPLICATIONS

In this section, we apply PBL to three systems as
a proof of concept. In the first, we model a Softened
Isothermal Sphere, and examine the relative abilities of
PBL and grid-based inversion to reconstruct the a rel-
atively peaked core. In the second, we model a super-
position of two softened isothermal spheres at a given
separation as a simple model of a system with sub-
structure. Finally, we reconstruct the “Bullet Cluster”
(1E0657-56) (Markevitch et al. 2002, 2004; Clowe et al.
2004; Bradač et al. 2006; Clowe et al. 2006), an observed
multi-peak system of considerable interest. We show that
using weak lensing alone, we are able to reconstruct both
Dark Matter peaks.

5.1. Simulation: Softened Isothermal Sphere

5.1.1. Model

We begin by generating a softened isothermal sphere
with a potential:

ψ = θE

√

θ2 + θ2
c , (37)

and convergence:

κ = θE
(θ2 + 2θ2

c)

(θ2 + θ2
c)

3/2
. (38)

where θE is the Einstein deflection angle given by

4π
(

σv

c

)2 Dds

Ds
.

The data is simulated on a unit square field of view.
For simplicity we have assumed all sources to be at
z = ∞, with θE = 0.2 and θc = 0.08. We lens 607 back-
ground galaxies, and apply an intrinsic ellipticity (noise)
with σes

= 0.1 in each of the principle directions. For
all further calculations we use a ΛCDM cosmology with
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PBL GRID

From Deb, Goldberg & Ramdass, 2008



Inclusion of strong lensing
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Strongly Lensed
(Multiple Images)



Simulations



Simulations: Lensing

Red: weak
Blue: strong



Simulations: Noise



Bullet Cluster

The weak lensing data is 
from 3 different 
instruments: 
•ESO/MPG wide field 
imager
•IMACS on Magellan
•ACS on HST     
~6000 image galaxies: 12’ by 11’ fov
(Clowe et al.,2006)



Choosing the length scale

A very coarse shear map 
of the bullet cluster.

Even though the two peaks 
are not clearly visible, it is 
clear that the region outside 
the ellipse is primarily 
dominated by noise.



Choosing the length scale



Results: Bullet Cluster S+W

Deb et al. in prep



 Arcs

Wittman et al.,2006

DLSCL J1055.2−0503



There is more Information
From a pair of strong lensing images we usually get
2 constraints from the positions.

What if we had 5 constraints instead of 2?
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Flux Ratio’s ???: 1 constraint per pair

Ellipticity Differences: 2 constraints per pair



Ellipticity Differences
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for |g| ≤ 1
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Ongoing work

Characterizing error in PBL 

Given a number density of images and a 
measure of the noise, 

What is the significance of detecting a dark 
matter peak with PBL? 

What is the mass threshold for this peak 
detection?

Deb et al. in prep



Applications: A901/2

Heymans et al,2008

0.5 degree^2 fov
STAGES HST survey
60,000 background images.

Why do we care?

Find interesting 
substructure???

PBL can very easily incorporate 
strong lensing information. Thus 
if strong lensing observations are 
available for large fov’s like this 
we will have an algorithm ready



Future Work

Compare observations and 
simulations.
•Measure substructure
•Measure shape



Conclusion & Remarks

PBL has measured mass peaks better than finite differencing 
schemes for a single peak and a double peaked system.

PBL is naturally designed to measure substructure. 
Where does it stop? 

PBL

Clusters
Galaxy clusters are measured with 4 different techniques: 
SZ,Optical, X-ray and lensing. 

Each of these method probe a different property of the clusters.
We should aim at doing a joint analysis of all of them to take 
advantage of the maximally available data set.



Thank You.

For Further Reading:
 Reconstruction of Cluster Masses using Particle Based Lensing I: Application to Weak Lensing, S Deb, DM Goldberg, & 

VJ Ramdass, 2008, accepted to ApJ, arxiv/0802.0004

public codes: www.physics.drexel.edu/~deb/PBL.htm

http://www.physics.drexel.edu/~deb/PBL.htm
http://www.physics.drexel.edu/~deb/PBL.htm

